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Abstract—Despite the vital role of self adaptive systems in overcoming the challenges faced by today's software systems and the available approaches proposed so far, their design is still not conducted in a systematic manner. Amongst the research areas that self adaptive systems have been studied within is the software architecture and some approaches belonging to this area have suggested the use of architecture styles. Therefore, in this paper we investigate to what extent the architectural style can assist self adaptive system designers in identifying the quality properties to be monitored as well as the constraints imposed on them and the operators that represent the configuration changes. We also study the impact of the architectural style on the organisation of the feedback control loops used to augment software systems with self adaptability. We base our study on two architectural styles namely the client-server and pipe-filter styles.
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I. INTRODUCTION

Increasingly, the engineering of modern software systems has become a challenging task due to the dynamic nature of the operational conditions in which these systems have to function. Such conditions include unstable resource availability, existence of errors that are hard to predict and changing user requirements [1]. These challenges have motivated the adoption of self adaptive systems. A self-adaptive system is a system that is able to change its structure or behavior at run-time in response to the execution context variations and according to adaptation engine decisions [2].

A large body of research has been carried out for engineering self adaptive systems within many areas. Amongst these research areas is the software architecture and some approaches [3] belonging to this area have suggested the use of architecture styles to facilitate the process of choosing what properties (local or global) to monitor as well as the concepts that exist in the system under consideration and the operators that represent the configuration changes.

In this paper we investigate the advantages of employing the architectural styles for the engineering of self adaptive systems. We also study the impact of the architectural style on the organisation of the feedback control loops. We also propose a set of architectural style based design patterns for designing self adaptive systems to assist the designers in designing such systems.

The rest of the paper is organized as follows. Section II serves as a background on related concepts and approaches to the work of this paper. Section III reviews some related work on self adaptive systems. Section IV presents the architectural styles for self adaptive systems engineering. The paper is concluded in section V with some outlined directions for future work.

II. BACKGROUND

A. Architectural Styles

The software architecture is a an abstract representation of the system as a composition of computational elements and their interconnections [4]. An architecture model provides a global perspective on the system and exposes the important system-level behaviors and properties such as the response time and throughput allowing the analysis of such quality of service properties. Also, the architecture model can be associated with a set of constraints that governs the architecture [5].

An architectural style determines the vocabulary of components and connectors that can be used in instances of that style, together with a set of constraints on how they can be combined [6].

Architectural styles [7] include client-server, pipe-filter, blackboard, etc. The choice of the appropriate style for the target system is crucial for architecting self adaptive systems since, given some quality objectives, each style may guide the choice of system properties to monitor, help identify strategic points for system observation, and suggest possible adaptations [3][8].

B. Feedback control loops

Feedback loops provide the generic mechanism for self-adaptation [9]. A feedback loop is a control loop where the output of the controlled system is fed back to the input. It allows therefore to adjust operations according to differences between the actual output and the desired output. In other
words, feedback control loops are entities that observe the system and initiate adaption. A feedback loop typically involves four key activities: collect, analyze, decide, and act [10]. Sensors collect data from the running system and its environment which represents its current state. The collected data are then aggregated and saved for future reference to construct a model of past and current states. The data is then analyzed to infer trends and identify symptoms. The planning activity then takes place and attempts to predict the future and prepare change plan to act on the running system through a set of effectors or actuators. [9].

C. Managed and Managing Systems

Self adaptation capabilities can be introduced to the software system either internally or externally [11]. In the internal approach, the adaptation logic (managing system) is intertwined with the core application (managed system) which may take the form of the exception handling. In this case, the adaptation engine is system dependent and thus difficult to maintain, evolve, and reuse. In contrast, in the external approach, the concerns of the adaptation logic are separated from the core application. Most of the existing approaches adopt the external approach since it enables the realization of some important software qualities such as the reusability and modifiability. The IBM architecture blueprint [12] is an example of this approach which is shown in Fig.1.

As depicted in Figure.1, the managing system consists of four main activities: monitor, analyze, plan and execute. These activities share a knowledge base component which contains information about the system state as well as the policy engine that controls the system functioning. A set of sensors is used to collect the important data to the adaptation process and send them to the monitor for further processing while a set of effectors is used to apply the corrective changes stated in the plan.

III. RELATED WORK

Several approaches have been proposed to address the design of self adaptive software systems. These approaches can be classified to requirements engineering [14], software architecture [3][8][15], middleware [16], and component-based development [17]. In [3], Garlan et al proposed the Rainbow framework which provides general, supporting mechanisms for self-adaptation which can be customized for different classes of systems. It provides a language, called Stitch, to represent the adaptation knowledge using high-level adaptation concepts of strategies, tactics, and operators. The implementation of Rainbow is based on one large control loop that is in charge of all activities related to the self adaptability issue for the whole system under consideration.

Ramirez and Cheng [18] describe a set of design patterns at the software design level to facilitate the construction of a self-adaptive software system. They extended the pattern template used by Gamma et al. [19] for describing design patterns with Behavioral and Constraints fields.

Gomaa et al [20] proposed several patterns for dynamically reconfiguring specific types of software architectures at run time. In particular, they extended the concepts of dynamic change management introduced by Kramer and Magee [21] by introducing four design patterns to specify the behavior required to dynamically reconfigure master/slave, centralized, server/client, and decentralized architectures.

In [22], a set of design patterns is introduced by the authors to model the various interactions between MAPE loops in decentralized control of self adaptive software systems. This work can be used as a basis for understanding different patterns of decentralized control by software engineers of self-adaptive systems.

In [23], we have proposed and devised a set of design patterns for modeling the possible different interactions between the components in one feedback control loop as well as components from different control loops.

IV. ARCHITECTURAL STYLES FOR SAS ENGINEERING

In this section we discuss and investigate the consequences of adopting architectural styles when engineering self adaptive systems. Also, we study the impact of an architectural style on the organization and layout of the feedback control loop of IBM architecture blueprint. Our discussion is based on, two different architectural styles namely the client-server and pipe-filter styles.

A. Client-server architecture style

In the client-server architectural style [6][7], the system typically consists of three fundamental concepts namely the client, server and the network connection. A request-reply connection binds a client to a specific server where the client requests a particular resource residing on the server and the server replies to this request. A server is set up to receive
requests from many clients simultaneously. A server can be overloaded with requests which causes it to be either too slow or completely unresponsive. Thus, an application providing certain services must be able to run on multiple servers to accept and accommodate an ever increasing number of users. Scalability is therefore very important issue here and must be dealt with. Also, a server can be down at anytime which affects the service provided by the application running on the server (or servers). Therefore, availability is an issue here and must be addressed too. The scalability issue is addressed by the load balancing technique in which service requests are distributed (via server load balancer) across a set of identical servers. Availability is solved through the load balancing technique too. However, unless there is a mechanism for monitoring the health of the servers and then dispatching client requests accordingly, the load balancing can cause problems rather than solving them. A typical example of this kind of load balancer is the DNS round-robin. Fig. 2 illustrates a typical client-server architecture with load balancing in place.

B. Analysis of Client-Server based Self-adaptive systems

The client-server architectural style contains three primary concepts, namely the client, server and network connection. In terms of the software architecture, this style has two component types and one connector. These three concepts comprise the managed system that has to be monitored and made self adaptive. The load balancing is a mechanism to achieve scalability and availability and thus it represents actions that belong to the adaptation logic or the managing system.

1) Candidate properties for monitoring: The properties that can be identified here along with the components that they may apply to are as follows:

- **load and throughput** properties which are associated with the server component. Load expresses how many processes are waiting in the queue to access the server processor while throughput measures the amount of messages that a server processes during a specific time interval.
- **latency property** is associated with the client component since latency is measured from the client machine which is the time taken from sending a request to receiving a reply.
- **cost property** is associated with the Server component.

2) Candidate operators for adaptation actions: The operators, which represent the adaptation actions taken by the managing system, that can be identified here are described as follows:

- **Add server**: this operation causes the addition of a new server to the server farm as a corrective action to the server high load.
- **Remove server**: this operation causes the removal of a server from the server farm either because of a low load at specific time or as a response to an unresponsive server.
- **Redirect request to different server**: this action is taken when one server is over loaded with client requests so subsequent requested is sent to less loaded server.

3) The Managing System for client-server Architecture:

When managing a client-server based software system, the load balancing technique largely contributes to solving many server related problems including the response time, throughput and scalability. Therefore, the managing system is necessarily composed of components concerned with the load balancing mechanism. Such components include load monitor, load analyzer, load balancing planner and load balancing executor. A knowledge component is used here by these components to achieve their tasks. Fig. 3 depicts the organization of the client-server style based self adaptive system (managing and managed systems).

A description of these components is presented as follows:
• **load monitor**: its main task is to monitor the server load using a set of sensors and report it to the load analyzer for analysis.

• **load analyzer**: once it has received the information from the load monitor, it analyzes it against some predefined threshold and goals. If a violation has been detected, an alert signal is sent to the load balancing planner with the appropriate and necessary information.

• **load balancing planner**: the main task of this component is to prepare the plan that contains the strategy, along with its actions, that is composed as a response to some detected problems.

• **load balancing executor**: the main task of this component is to dispatch the actions supplied by the load balancing planner and apply it to the managed system (the server farm).

• **Knowledge base**: this component contains the data and information necessary to manage the system in question such as the values of the monitored properties (server load, server status) which represent the current system state. It also contains the policy engine that consists of a set of actions where each action is triggered as a response to an event provided a specific condition is held.

• **Managed system**: it represents a set of servers that is in charge of providing the services to the clients. Also, we consider the load distributor as part of the managed system since it is very likely to be in an overload state as well.

• **The Environment**: since the environment is defined as any external actor that affects the system in some way [Brun], we here believe that the client fits this definition and therefore better off modeled as part of the environment rather than of the managed system. Also, the date or time can affect the system operating and thus be considered as part of the environment. This is due to the fact that the system can be on high or low demand in some specific period of time.

However, as it is almost always the case that a self adaptation in distributed systems is likely to be realized using more than one MAPE control loop, addressing the interaction between these control loops is a must. A treatment of some of the existing interaction patterns is introduced in [22]. In our approach, we adopt the master-slave pattern [22] in which the adaptation logic takes a hierarchical relationship between one master component who is in charge of the analysis and planning of the adaptations and between a set of slave components whose responsibilities are to monitor and execute the adaptation actions. Therefore, the organization of the client-server style based self adaptive system depicted in Figure 3 becomes as shown in Fig. 4. Our design decision was driven by the desire of decreasing the monitoring overhead so the slave component is less loaded with tasks and monitoring is conducted locally.

As depicted in Fig. 4, a set of interactions between the different components can be identified which is described as follows:

• **Sensor to monitor interaction**: here a sensor senses its own managed server for a particular property (e.g. CPU utility or number of current connections) and sends it to the monitor. This interaction can either be accomplished using the pull or push approach. Also, the interaction can be either event-triggered or time-triggered.

• **Monitor to analyzer interaction**: this interaction involves a set of monitors reporting event information about the possible threshold violation either of the CPU utility (an indicator of high load on the server) or the maximum number of current connections (a possible indicator of high load).

• **Analyzer to planner interaction**: in this interaction the analyzer notifies the planner of any required adaptation once the current system (server farm) state is drifted away from the desired or accepted state.

• **Planner to executor interaction**: upon receiving a notification of required adaptation from the analyzer, the planner creates a strategy with the appropriate actions and send it to the executor to dispatch these actions. The planner checks policy engine that resides in the knowledge base component to accomplish its task.

• **Executor to actuator interaction**: required change/adaptation actions are sent from the executor to the actuator.
C. Pipe-filter architectural style

The Pipe and filter architecture is a type of data flow architecture where the flow is driven by data. In such a style, the system is based on two fundamental concepts: filters and pipes [24]. A filter is a component that reads a stream of data as input and produces a stream of data as output. A pipe is a connector that transmits the output of one filter and feeds it as input to another filter. Among the important invariants of the style is the condition that filters must be independent entities: in particular, they should not share state with other filters. Another important invariant is that filters do not know the identity of their upstream and downstream filters. Thus, filters may not identify the components on the ends of their pipes [7] [24]. A common specialization of this style is the pipeline architecture where the topology is restricted to a linear sequence of filters. Fig. 5 illustrates a typical pipe-filter architecture.

D. Analysis of pipe-filter based Self-adaptive system

As stated earlier, a pipe-filter architectural style contains two primary concepts, namely the pipe and filter. In terms of the software architecture, this style has one component type and one connector. These two concepts comprise the managed system that has to be monitored and made self-adaptive. The throughput and security are two important system properties to the software systems complying with the pipe-filter style. Therefore, the managing system contains the adaptation logic that is concerned with controlling and adjusting the overall system throughput.

Fig. 5. Possible organization of pipe-filter architecture style.

Fig. 6. Pipe-filter style based self adaptive system.
• Throughput monitor: its main purpose is to monitor the system throughput using a set of sensors and report it to the throughput analyzer for analysis.

• Throughput analyzer: once it has received the information from the throughput monitor, it analyzes it against some predefined threshold and goals. If a violation has been detected, an alert signal is sent to the throughput regulator with the appropriate and necessary information.

• Throughput regulator: the main task of this component is to prepare the strategy, which consists of the corrective actions, that is composed as a response to some detected undesirable states regarding the throughput system property.

• Executor: the main task of this component is to dispatch the actions supplied by the Throughput regulator and apply it to the managed system (the filters and pipes).

• Knowledge base: this component contains the data and information necessary to manage the system in question such as the values of the monitored properties (filter processing time, pipe transfer rate) which represent the current system state. It also contains the policy engine that consists of a set of actions where each action is triggered as a response to an event provided a specific condition is held.

• Managed system: it represents a set of filters and pipes. The filters are monitored for their processing times while the pipes are monitored for their transfer rates.

As stated earlier, the self adaptation is usually achieved using multiple feedback control loops and therefore this issue must be taken into consideration when designing self adaptive systems. Accordingly, pipe-filter based self adaptive system presented in Fig. 6 is refined and detailed as shown in Fig. 7.

V. CONCLUSION AND FUTURE WORK

In this paper we have investigated two main issues: (1) The effectiveness of designing a self adaptive system around the idea of the architectural styles and (2) The impact of the architectural style on the organisation of the feedback control loops used to augment software systems with self adaptability. Our discussion was based on the client-server architectural style and pipe-filter architectural styles. In client-server architectural style, the load balancing mechanism was applied to achieve some important quality of services (QoS) properties such as the system performance and availability. Accordingly, the MAPE components were termed as load monitor, load analyzer, load balancing planner and load balancing executor. In the pipe-filter architectural style, the throughput issue was identified as the highest important property to manage and regulate and therefore the components of the managing system of this style are designed and modeled around this property where the filter processing time and pipe transfer rate parameters are used to achieve this task.

We have found that using the architectural styles can help in exposing the system properties that have to be monitored and kept at some desirable range. Also, the operators which represent the adaptation actions that are taken in response to violations on some thresholds can be easily identified. However, these advantages can only facilitate the SAS design at the system level where some quality of services, such as scalability and availability, are of great importance. Therefore, more work is needed to include the self adaptive capabilities related to the core services (usually at the component or component composite level) of the system in question.

Then, we have devised a design pattern that can be used by the system designer of self adaptive systems adopting the client service style to design such systems in a systematic way. We adopted the master-slave pattern in which the adaptation logic takes a hierarchical relationship between one master component who is in charge of the analysis and planning of the adaptations and between a set of slave components whose responsibilities are to monitor and execute the adaptation actions. We also proposed a design pattern for the pipe-filter based self adaptive systems where two properties (processing time and transfer rate) are monitored to keep the throughput at some desirable range. We have also used a hierarchical relationship here as in the client-server style where the adaptation analysis and planning are performed at a central control loop. However, we could have treated each component in this style (pipe and filter) as an autonomous entity and each one is augmented with its own control loop to keep the observed and regulated property (processing time or transfer rate) at a desirable range using a threshold.

A further work is required to address the following issues:

![Proposed pipe-filter based self adaptive system.](image)
More detailed design patterns for architectural style driven self adaptive systems modeling.

A complete lifecycle for the development of self adaptive systems taken into account the architectural styles.

Investigation and analysis of more architectural styles regarding the engineering of self adaptive systems.

The investigation of the benefit of integrating the architectural styles with the domain specific languages (DSLs).
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